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Abstract

Accurate damage identification is essential for ensuring the safety and reliability of civil infrastructure. This study proposes a synergistic deep learning framework that integrates a Modal Super-Resolution Convolutional Neural Network (MoSRNet) with a Modal–Stiffness Fourier Neural Operator (MS-FNO) for high-resolution damage identification in bridge structures. The MoSRNet reconstructs fine-meshed modal data from coarsely measured mode shapes, while the MS-FNO establishes an operator mapping from modal responses to stiffness fields, enabling end-to-end prediction of spatially continuous damage. Training data are generated using one-dimensional Gaussian Random Fields (GRFs) to simulate realistic, continuous stiffness loss patterns and enhance model generalization. The proposed framework is validated through extensive numerical simulations and laboratory experiments on a simply supported steel beam and is benchmarked against a ResNet baseline. Results demonstrate that the framework achieves superior accuracy, robustness, and physical interpretability, successfully identifying complex damage patterns even when using only three mode shapes and seven sensors, thereby highlighting its effectiveness and practicality for real-world structural health monitoring applications.
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1 INTRODUCTION

Civil infrastructure, such as roads, bridges, and railways, constitutes the backbone of modern society. Throughout their service life, these structures inevitably deteriorate due to aging, natural disasters, and human-induced factors. Ensuring the safety of civil infrastructure is essential, as any major failure can lead to severe social and economic consequences [1]. For instance, the Morandi Bridge in Genoa, Italy, collapsed as a result of long-term inadequate maintenance, causing 43 fatalities [2]. Similarly, the Fern Hollow Bridge in Pittsburgh, USA, collapsed after 49 years of service, with investigations revealing that insufficient periodic maintenance was a major contributing factor [3]. To prevent such incidents and to ensure the safe and efficient operation of social and economic systems, the implementation of effective structural health monitoring (SHM) is of critical importance.

In general, SHM approaches can be categorized into two types: manual inspection and automated monitoring. At the current stage, manual inspection remains the mainstream practice. Conventional manual inspections include routine checks, examinations of fracture-critical components, and underwater assessments. These are typically conducted periodically, at intervals ranging from one to six years, depending on national regulations [4]. However, most manual inspections rely heavily on visual assessments of structural surfaces, which often fail to capture the actual internal condition of the structure. A study on 31 types of bridges reported a weak correlation between visual condition ratings and actual structural integrity [5]. To address this limitation, several advanced non-destructive testing (NDT) techniques—such as acoustic emission [6–8] and guided wave methods [9–11] —have been developed to assist engineers. These techniques provide high sensitivity and early-stage damage detection capabilities. Nevertheless, their application is often limited by their localized detection range and high deployment costs, which hinder large-scale or long-term implementation.

In recent years, machine learning (ML) has emerged as a powerful alternative to traditional numerical methods in civil engineering. For forward problems, data-driven and physics-informed approaches can serve as efficient surrogate models that approximate complex structural responses with significantly reduced computational costs [12–16]. For inverse problems, the strong nonlinear representation capability of ML models enables the inference of system parameters and damage distributions directly from large volumes of measurement data [17–20]. These advancements have made ML-based automated SHM systems a rapidly developing research frontier.

A typical automated SHM system consists of sensors, data acquisition modules, processing units, and damage detection algorithms [21]. Among these components, the type of data collected plays a decisive role in determining the system’s effectiveness in identifying diverse damage patterns. Acceleration data is commonly used owing to installation convenience and its sensitivity to dynamic characteristics. However, it is highly susceptible to environmental noise, which poses challenges in real-world applications [22–25]. Strain data is effective in detecting local damages but cannot represent the global structural condition, and strain gauges often lack durability for long-term field monitoring [26,27]. Displacement data is ideal in theory but remains difficult to measure, especially for large-scale structures such as bridges [12,28]. Image and video data have gained popularity with the progress of computer vision techniques, which enable the detection of surface deterioration. However, these methods are ineffective for identifying internal or hidden damage [29–32].

Among the various data sources, modal parameters exhibit distinct advantages because they are directly related to the structure’s dynamic properties and possess clear physical interpretations. In practice, modal parameters are typically obtained through system identification using acceleration data. By processing long-term monitoring data, the influence of noise can be statistically quantified and mitigated, enabling more reliable assessments of structural health [33].

Modal parameters have been extensively utilized in ML-based automated SHM systems. Various machine learning architectures have been explored to address this problem, including autoencoders [17], convolutional neural networks [34], deep residual networks [35], attention mechanisms [36] and physics-informed neural networks [19,37]. These advanced models have demonstrated the feasibility of localizing and quantifying structural damage by extracting latent features from modal parameters. However, most existing approaches still face limitations in terms of efficiency, economic feasibility, and robustness, which restrict their broader practical deployment. The details of these representative methods are summarized in Table 1.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Table 1** Summary of previous modal parameter- and ML-based SHM methods | | | | | | | |
| Reference | Target structure | Model architecture | Nm | Ns | Ne | Ns / Ne | Dataset descriptions |
| Pathirage et al. [17] | Seven-story steel frame | Autoencoder | 8×1DOF | 8 | 8 | 1.0000 | Single damage: 25400  Multiple damage: 25200 |
| Guo et al. [34] | Beam model | Convolutional neural network | 1×1DOF | 39 | 40 | 0.9750 | Randomly choose 1 to 3 damages; training: 1.5×106 , validation: 5×104, test: 104 |
| Wang et al. [35] | Concrete bridge beam | Deep residual network | 3×1DOF | 7 | 16 | 0.4375 | Randomly add damage to 16 elements; 20000 samples |
| Guo & Fang [37] | Five-story steel frame | Physics-informed neural networks | 3×3DOF | 5 | 5 | 1.0000 | Physics-informed; 30 samples |
| Lei et al. [19] | Aluminum beam | Physics-informed convolutional neural network | 4×1DOF | 13 | 12 | 1.0833 | Single damage: 360  Multiple damage: 660 |
| Wang et al. [36] | Steel beam | Attention mechanisms | 5×1DOF | 7 | 8 | 0.8750 | One to three damages;  711120 samples |
| Note: Nm denotes the number of modes; DOF denotes the degree of freedom; Ns denotes the number of sensors; Ne denotes the number of elements in the model predictions. | | | | | | | |

The drawbacks of these existing solutions are evident from Table 1. Pathirage et al. [17] proposed an autoencoder-based model that requires the first eighth modes as input, which is hard to obtain in real-world engineering practice. The approach developed by Guo et al. [34] relies on densely measured mode shapes, rendering it economically impractical due to the high sensor cost. Wang et al. [35] introduced a deep residual network-based method; however, the experimental validation data were generated by applying damage to specific elements, without ground truth information of the actual stiffness loss. This limitation raises concerns regarding the adaptability of the method to other structural scenarios. Guo and Fang [37] proposed a physics-informed neural network (PINN) framework, but they also showed that the training process lacks stability. Lei et al. [19] developed another PINN-based approach capable of handling unseen damage patterns, yet their experimental validation required training separate models on different datasets for each damage case, compromising the model’s generalization. More recently, Wang et al. [36] incorporated attention mechanisms into their framework, but their dataset contained an excessive number of samples, including experimental cases, making the claimed generalization capability questionable.

Furthermore, in most of these studies, the number of predicted elements is nearly equal to the number of sensors, without exploring how to effectively exploit limited sensor information to enhance the spatial resolution of stiffness prediction. In addition, the datasets used in these methods generally assume that damage occurs in specific elements while others remain intact, which deviates from real-world conditions where structural deterioration tends to be spatially continuous. This oversimplification significantly limits the model’s generalization capability and practical applicability.

To overcome the aforementioned limitations, this study proposes a synergistic framework that integrates a Modal Super-Resolution Convolutional Neural Network (MoSRNet) with a Modal–Stiffness Fourier Neural Operator (MS-FNO) for high-resolution damage identification in bridge structures. The MoSRNet is designed to enhance the spatial resolution of low-resolution measured mode shape data, thereby generating high-resolution modal fields for subsequent analysis. Building upon the Fourier Neural Operator (FNO) architecture proposed by Li et al. [38], the MS-FNO learns an inverse mapping operator from modal response fields to the stiffness field, enabling efficient and accurate identification of structural damage.

The key innovations and contributions of this study are summarized as follows:

1. **Application of FNO in SHM:** This study pioneers the application of the Fourier Neural Operator (FNO) algorithm to modal-parameter-based structural health monitoring (SHM). An end-to-end framework is established to directly predict the stiffness loss field from modal response fields, providing a physically interpretable and computationally efficient solution for inverse problems.
2. **Development of MoSRNet:** A Modal Super-Resolution Network (MoSRNet) is developed to enhance the spatial resolution of low-resolution mode shape data. By fully exploiting the available sensor information, MoSRNet enables high-resolution modal field reconstruction and facilitates more precise damage localization.
3. **Generation of realistic training data using Gaussian Random Fields (GRFs):** A one-dimensional Gaussian Random Field is adopted to generate training samples that simulate continuous and spatially correlated stiffness loss patterns. Compared with conventional segment-based damage assumptions, this approach better reflects the stochastic nature of real structural deterioration and improves the generalization capability of the trained model.
4. **Utilization of only the first three mode shapes for damage identification:** The proposed framework achieves reliable stiffness field prediction using only the first three mode shapes, which are relatively easy to obtain in practice. This demonstrates the efficiency and practicality of the proposed method under realistic sensing constraints.

The remainder of this paper is organized as follows. Section 2 presents the theoretical background of the proposed framework. Section 3 describes the model architecture and implementation details. Section 4 reports the numerical validation results, while Section 5 focuses on the experimental validation. Finally, Section 6 concludes the study by summarizing the main findings and outlining future research directions.

|  |
| --- |
|  |
| **Figure 1** End-to-end framework from data preparation to implementation for damage identification. |

2 FRAMEWORK FOR HIGH-RESOLUTION DAMAGE IDENTIFICATION

2.1 Framework Overview

To overcome the limitations of previous studies, this study proposes a synergistic framework that integrates a Modal Super-Resolution Network (MoSRNet) and a Modal–Stiffness Fourier Neural Operator (MS-FNO) for high-resolution damage identification using only three coarsely measured mode shapes, as illustrated in Figure 1. In this framework, the MoSRNet first reconstructs fine-meshed mode shapes from coarse modal measurements, which are subsequently mapped by the MS-FNO to fine-meshed stiffness fields. This enables detailed and spatially continuous representation of structural damage.

The end-to-end pipeline consists of two branches: a numerical branch and a physical branch.

In the numerical branch, a finite element (FE) model is constructed based on the target structure. Stiffness fields are generated using Gaussian Random Fields (GRFs), and the corresponding modal shapes are simulated through the FE model. These simulations form the numerical dataset, BeamDI-Num Set, in which each sample contains a paired set of modal shapes and stiffness fields. To facilitate the training of MoSRNet, a down-sampled version, BeamDI-Num(DS) Set, is generated to provide coarse–fine modal data pairs. MoSRNet is trained using BeamDI-Num(DS) Set, while MS-FNO is trained using BeamDI-Num Set, as illustrated in Figure 2 (a).

In the physical branch, the target structure is instrumented with accelerometers (seven in the present experiment), and acceleration responses are collected under manual excitation. The modal shapes are extracted using Bayesian Operational Modal Analysis (BAYOMA) [39], resulting in the experimental dataset, BeamDI-Phy Set. Since the ground-truth stiffness field of the physical structure is unknown, a base state is selected from BeamDI-Phy Set. The predicted stiffness fields of other scenarios are subtracted by the prediction of the base state for bias calibration, yielding the final estimation of structural damage.

The detailed implementation of each module and process is described in the following sections.

2.2 Assumptions and Simplifications

To define the scope of this study and ensure the interpretability and reproducibility of the proposed framework, the following assumptions and simplifications are adopted.

First, the target structure is modeled as a beam, which is simplified into a two-dimensional representation. The material properties of each cross-section are assumed to be homogeneous and are represented by a single finite element.

Second, the FE model of the beam is established based on the Euler–Bernoulli beam theory, inheriting all the classical assumptions associated with this formulation.

Third, structural damage is introduced at the element level by reducing the bending stiffness while keeping the element mass constant. This assumption captures typical deterioration mechanisms such as cracking and corrosion, which primarily manifest as local stiffness reductions.

|  |
| --- |
|  |
| **Figure 2.** Overview of data flow and model architectures. (a) Relationship between data and models. Purple (solid) arrows indicate the data usage for model training and inference, while grey (dashed) arrows denote the data generation process. (b) Architecture of MoSRNet, consisting of three independent subnetworks to process each modal input. (c) Architecture of the MS-FNO, composed of three Fourier layers to learn the mapping from modal shapes to the stiffness field. (d) Architecture of ResNet, employed as the baseline model in this study. |

2.3 Modal Super-Resolution Network

The Modal Super-Resolution Network (MoSRNet) is designed to perform the upstream task of the proposed framework, namely super-resolving coarsely measured mode shapes into fine-meshed representations. MoSRNet comprises three independent subnetworks, each dedicated to processing one of the first three modes. Within each subnetwork, the architecture consists of a one-dimensional convolutional layer, followed by a Gaussian Error Linear Unit (GELU), another one-dimensional convolutional layer, a GELU activation, a batch normalization layer, a flattening operation, and a fully connected linear layer, as illustrated in **Figure 2(b)**.

Let the coarse input of the -th mode, , can be denoted as

where is the number of coarse spatial nodes. The subnetwork begins with a one-dimensional convolution to extract local spatial correlations from the coarse modal input. For the output at the -th location of the -th feature map, the operation is as follows:

where is the number of input channels, is the kernel size, is the padding size, and and are trainable kernel weights and bias respectively. The convolutional output is then passed through the Gaussian Error Linear Unit (GELU), which introduces smooth nonlinearity and probabilistic gating:

After the first convolutional transformation and GELU activation, a second convolutional layer followed by another GELU is applied to further enrich the receptive field from local to midrange scales. Batch normalization is then applied to stabilize training and accelerate convergence by normalizing each activation:

where and are the batch mean and variance respectively, and are learnable affine parameters, and is a small constant to prevent division by zero. The normalized multi-channel features are flattened to a vector:

where is the product of the spatial and channel dimensions. Finally, a fully connected linear layer projects this vector to the fine spatial resolution of the k-th mode, :

with and as trainable parameters, and *N* denoting the number of fine-meshed nodes. The three subnetworks operate independently on the first three modes, and their outputs are concatenated to produce the enhanced modal input for the downstream operator:

The design of this shallow architecture is grounded in the spectral characteristics of low-order structural modes. For a simply supported Euler–Bernoulli beam with uniform flexural stiffness and mass per unit length, the governing eigenvalue problem yields sinusoidal solutions.

where, denotes the span length. These first three modes are smooth and dominated by low spatial frequencies. Let the coarse sampling interval be and the maximum wavenumber of interest be . When the sampling interval satisfies the strict Nyquist constraint:

the coarse measurements preserve all essential low-frequency content required to represent the first three modes. Under this band-limited setting, the mapping from coarse to fine meshes can be written as:

where is the coarse input, is the fine target, and is the residual associated with high-frequency components. donates a simple linear operator which maps and . The fundamental reason of using the simple linear operator is that the structural mode shapes are naturally smooth and dominated by low-frequency components; the high-frequency part is negligible in energy and can be ignored in practical reconstructions.

Consequently, the two Conv1d layers act as learnable low-pass filters that capture the interpolation characteristics, while the final linear layer performs the resolution lift from to . This shallow configuration achieves accurate reconstruction of the dominant low-frequency modal content without incurring the optimization complexity or overfitting risks associated with deeper networks.

2.4 Modal-Stiffness Fourier Neural Operator

In this study, Fourier Neural Operator is used to learn the mapping from mode shapes to stiffness field. The model architecture is derived from the FNO architecture proposed by Li et al. [38], as shown in Figure 2 (c). Generally, the FNO consists of a lifting layer, several Fourier layers with iterative kernel operators, and a projection layer. The mapping operator is learned through the iteration of multiple kernel operators. In each iterative kernel operator, the data is updated from the input to the output via the composition of a non-local integral operator and a local, nonlinear activation function , as outlined in Equation (12).

where, is a linear transformation via convolution; is a kernel operator parameterized by input coefficient functions . and learnable parameters ; is a non-linear activation function whose action is defined component-wise; is the -dimensional spatial domain for the PDE.

Furthermore, the general form of the kernel operator can be defined as Equation (13). Here is the kernel function which can be learned from data: . The integral aggregates global contributions of input function across the domain , weighted by the kernel function , to capture non-local dependencies and encode global information into the output at .

By applying the convolution theorem, the integration in the spatial domain can be replaced with element-wise multiplication in the frequency domain. Consequently, Equation (13) is transformed into Equation (14), where and represent the Fourier transform and inverse Fourier transform, respectively, as defined in Equations (15) and (16). is the Fourier transform of the kernel function , which is directly parameterized in Fourier space. By learning the of multiple kernel operators, the FNO can establish the mapping between function spaces. d

The present problem aims to identify the stiffness field of a beam from its first to third mode shapes . This relationship can be formulated as a nonlinear mapping operator acting on function spaces:

where represents the underlying physical operator that links the spatially distributed mode shapes to the stiffness field, denotes the spatial domain of the beam and represents the space of square-integrable functions defined on the domain . The operator is implicitly determined by the eigenvalue problem of the Euler–Bernoulli beam,

where and denote the mass per unit length and the modal frequency, respectively. Under fixed boundary conditions and for a bounded stiffness field , corresponding mode shapes are smooth and bounded functions over the compact domain . Because the eigenfunctions depend continuously on the structural parameters and , small perturbations in correspond to proportionally small variations in . Consequently, the operator is continuous in the -norm. This property ensures the stability of the inverse mapping, meaning that small perturbations in the modal information will not lead to unbounded changes in the stiffness field.

According to the universal approximation theorem of the FNO [40,41], any continuous operator between infinite-dimensional Banach spaces can be approximated to arbitrary accuracy by a properly parameterized FNO. Therefore, the continuous mapping can be learned by the proposed FNO framework.

2.5 Gaussian Random Field

Previous modal parameter– and machine learning–based methods have typically relied on idealized assumptions to generate training data and validate their models. In most of these studies, the structures are divided into several discrete segments, and damage is simulated by reducing the stiffness of one or several segments while keeping the others intact. However, such simplifications rarely occur in real engineering practice, where local deterioration often affects the surrounding regions due to stress redistribution and material continuity. In realistic conditions, damage should be represented as a continuous field to better reflect actual deterioration patterns and to improve model feasibility and robustness.

In this study, one-dimensional GRFs are employed to simulate the continuous stiffness loss field of the target structure, as illustrated in Figure 2(a). GRFs enable smooth transitions between adjacent elements while maintaining control over the statistical characteristics of the dataset, thereby providing a more realistic and diverse representation of structural damage.

The GRF is characterized by a covariance structure that governs its spatial correlation and smoothness. A GRF over the domain is defined by its covariance operator :

|  |  |  |
| --- | --- | --- |
|  |  | (19) |

where denotes the standard deviation, controlling the magnitude of the random field. The term represents the Laplace operator, responsible for introducing spatial correlation. The parameter is a regularization term that ensures numerical stability by preventing high-frequency components from dominating the field. Finally, determines the decay rate of the spectral components, controlling the smoothness of the GRF. Larger values of lead to faster decay of high-frequency components, resulting in smoother fields.

The covariance operator can be decomposed into eigenfunctions and eigenvalues for efficient representation. Under periodic boundary conditions, the eigen functions of the operator are given by:

|  |  |  |
| --- | --- | --- |
|  |  | (20) |

where represents the frequency index. These eigenfunctions form a complete orthonormal basis on the domain . The corresponding eigenvalues are:

|  |  |  |
| --- | --- | --- |
|  |  | (21) |

where represents the spectral contribution of the Laplace operator, and adds a stabilizing offset.

To approximate the GRF numerically, the field is represented using a truncated Fourier series. Retaining the first Fourier modes, the GRF can be expressed as:

|  |  |  |
| --- | --- | --- |
|  |  | (22) |

where is the mean value of the GRF, representing the average stiffness across the truss members. The coefficients and are independent Gaussian random variables that determine the contributions of cosine and sine terms, respectively. These coefficients are sampled based on the eigenvalues of the covariance operator, ensuring that the GRF satisfies the desired statistical properties.

The variances of and are determined by the eigenvalues as:

|  |  |  |
| --- | --- | --- |
|  |  | (23) |

This relationship ensures that lower-frequency components (smaller ) dominate the field, while higher-frequency components are suppressed, reflecting the smoothness imposed by .

The coefficients and are sampled as:

|  |  |  |
| --- | --- | --- |
|  |  | (24) |
|  |  | (25) |

where and are independent standard normal random variables, i.e.,

|  |  |  |
| --- | --- | --- |
|  |  | (26) |

Finally, the GRF is constructed by summing the weighted cosine and sine terms. This process ensures that the generated damage field adheres to the prescribed statistical properties, such as smoothness, mean value, and spatial correlation. The parameters , , and allow precise control over the magnitude, correlation length, and smoothness of the generated field, making the GRF an effective tool for modeling damage in truss structures.

2.6 Baseline Model

The one-dimensional Residual Network (ResNet) is selected as the baseline model in this study, as illustrated in Figure 2(d). ResNet is a convolutional neural network (CNN) architecture proposed by He et al. [42] to mitigate the gradient degradation problem in deep networks. By introducing residual (skip) connections, it facilitates the efficient training of deeper architectures and has been successfully applied in various fields, including image recognition, signal processing, and time-series analysis.

The one-dimensional variant of ResNet (1D ResNet) replaces two-dimensional convolutional kernels with one-dimensional ones to process sequential or spatially distributed data. This structure effectively captures local dependencies and multi-scale features in vibration or sensor signals, offering strong representational capability for regression and classification tasks based on one-dimensional measurements.

In the field of structural health monitoring (SHM), 1D ResNet has been employed for damage detection and dynamic response reconstruction [43–45]. Owing to its proven ability to handle one-dimensional structural response data and its frequent use in SHM studies, 1D ResNet is adopted as the baseline model in this research. The comparison between the ResNet and the proposed FNO-based framework enables a fair evaluation of how operator learning can outperform conventional convolutional architectures in capturing global physical dependencies and mapping modal parameters to stiffness fields.

3 DATA AND IMPLEMENTATION

3.1 Target Structure and Data Collection

|  |  |  |
| --- | --- | --- |
| **Table 2** Properties of beam FE model | | |
| **Properties** | **Values** | **Units** |
| Length | 5.4 | m |
| Young’s Modulus | 2.1×1011 | N/m2 |
| Mass Density | 7850 | kg/m3 |
| Moment of Inertia (Intact) | 5.709×10-7 | m4 |
| Cross-sectional area (Intact) | 6.542×10-3 | m2 |

The proposed framework is trained using numerically simulated data generated from a FE model of a simply supported beam. The FE model is constructed in two dimensions based on the Euler–Bernoulli beam theory and consists of 540 elements and 541 nodes. The mechanical and geometric properties of the beam are listed in Table 2.

Gaussian Random Fields (GRFs) are employed to simulate diverse stiffness distributions for model training and validation. The stiffness field of each sample,, is defined as follows:

where denotes the element index, and represent the elastic modulus and moment of inertia of the intact section, respectively, and is the Gaussian random field with zero mean, as defined in Equation (22). The field is normalized such that its maximum absolute value equals one. The scaling factor is randomly sampled from the range [0.25, 0.75] and used to control the degree of stiffness reduction.

Following this procedure, 9000 independent stiffness fields are generated and used as inputs for FE simulations. The first to third mode shapes are extracted from each simulation and normalized by dividing by their maximum absolute value. The resulting stiffness fields and corresponding mode shapes constitute the BeamDI-Num Set, which is used to train the MS-FNO and ResNet models.

To train the MoSRNet, the mode shapes in BeamDI-Num Set are down-sampled at seven uniformly distributed points (dividing the beam span into eight equal segments) along the beam span and paired with the original fine-meshed data to form a new dataset, BeamDI-Num(DS) Set. Both datasets are divided into two subsets: 8000 samples for training and 1000 samples for validation.

3.2 Network Architecture and Design

The detailed architectural designs of MoSRNet, MS-FNO, and ResNet are summarized in Tables 3, 4, and 5, respectively.

The proposed MoSRNet takes low-resolution mode shape data as input and predicts super-resolved, high-resolution mode shape data. The input data are first separated into three tensors corresponding to the first three mode shapes. Each tensor is then processed individually through a subnetwork consisting of a one-dimensional convolutional layer, a Gaussian Error Linear Unit (GELU) activation, another one-dimensional convolutional layer followed by another GELU activation, a batch normalization layer, a flatten layer, and finally a linear layer. After processing through these subnetworks, all tensors are upsampled to match the resolution of the original fine-meshed mode shape data. The resulting tensors are concatenated along the channel direction to form the reconstructed high-resolution modal field, which is used for subsequent loss computation.

Both MS-FNO and ResNet take fine-meshed mode shape data as input and predict the corresponding stiffness field along the beam span. For both models, an additional positional encoding channel is concatenated with the modal input to embed spatial information.

For the MS-FNO, the concatenated input is first lifted to a higher-dimensional representation along the channel direction. It then passes through three Fourier layers, each containing two branches: a spectral convolution layer that learns the global mapping operator, and a one-dimensional convolutional layer with a kernel size of one that serves as a residual connection. Finally, two linear layers project the output tensor into a one-dimensional stiffness field along the beam span.

For the ResNet, the input data are first embedded into a higher-dimensional space using a linear layer. An initial convolutional layer with a kernel size of seven is then applied to capture global features. Subsequently, a sequence of four residual blocks extracts detailed representations. Each residual block consists of two one-dimensional convolutional layers with a kernel size of three, a batch normalization layer, a ReLU activation, and a residual connection. Afterward, a layer normalization layer and two fully connected layers are used to project the data into a one-dimensional output representing the stiffness field.

|  |  |  |
| --- | --- | --- |
| **Table 3** MoSRNet architecture used in this work | | |
| **Component** | **Operation/Description** | **Output shape** |
| Input | Low-resolution mode shapes | (3, 9) |
| Branching | Channel-wise splitting | 3×(1, 9) |
| Subnetwork 1 | Conv1d(1→16, k=3, pad=1)/GELU | 1×(16, 9) |
| Conv1d(16→32, k=3, pad=1)/GELU/BN | 1×(32, 9) |
| Flatten: (32, 9)→(288) | 1×(288) |
| Linear (288→541) | 1×(541) |
| Subnetwork 2 | Same as above | 1×(541) |
| Subnetwork 3 | Same as above | 1×(541) |
| Concatenation | Stack three subnet outputs along channel dimension | (3, 541) |
| Output | Super-resolved high-resolution mode shapes | (3, 541) |
| Note: “3 × (1, 9)” indicates that the input is split into 3 independent channels, each with shape (1, 9), which are processed by separate subnetworks. “GELU” stands for Gaussian Error Linear Unit. “BN” stands for Batch Normalization. | | |

|  |  |  |
| --- | --- | --- |
| **Table 4** MS-FNO architecture used in this work | | |
| **Component** | **Operation/Description** | **Output shape** |
| Input | Channels of mode shape | (3, 541) |
| Channel of positional encoding | (1, 541) |
| Concatenate | (4, 541) |
| Lifting | Linear (4→128) | (128, 541) |
| FNO layer 1 | Fourier1d(SpectralConv1d 128→128, modes=16) | (128, 541) |
| Conv1d(128→128, k=1) | (128, 541) |
| Add/GELU | (128, 541) |
| FNO layer 2 | Same as above | (128, 541) |
| FNO layer 3 | Same as above | (128, 541) |
| Transpose | Transpose | (541, 128) |
| Projection layer 1 | Linear (128→64) | (541, 64) |
| Projection layer 2 | Linear (64→1) | (541, 1) |
| Output | Damage field | (541, 1) |
| Note: “Fourier1d” denotes a Fourier layer with one-dimensional Fourier transform. “SpectralConv1d” is a one-dimensional spectral convolution layer in the frequency domain. “Conv1d” is a one-dimensional convolution layer in the spatial domain. | | |

|  |  |  |
| --- | --- | --- |
| **Table 5** ResNet architecture used in this work | | |
| **Component** | **Operation/Description** | **Output shape** |
| Input | Channels of mode shapes | (3, 541) |
| Channel of positional encoding | (1, 541) |
| Concatenate | (4, 541) |
| Transpose | Transpose | (541, 4) |
| Embedding | Linear (4→128) | (541, 128) |
| Transpose | Transpose | (128, 541) |
| Initial convolution | Conv1d(128→128, k=7, stride=1, pad=3)/BN/ReLU | (128, 541) |
| Residual Block Group 1 | 2×BasicBlock1D(Conv1d(128→128, k=3, stride=1)/  BN/ReLU/RC) | (128, 541) |
| Residual Block Group 2 | Same as above | (128, 541) |
| Residual Block Group 3 | Same as above | (128, 541) |
| Residual Block Group 4 | Same as above | (128, 541) |
| Transpose | Transpose | (541, 128) |
| Normalization | LN | (541, 128) |
| Projection layer 1 | Linear (128→64) | (541, 64) |
| Projection layer 2 | Linear (64→1) | (541, 1) |
| Output | Damage field | (541, 1) |
| Note: “ReLU” means Rectified Linear Unit. “RC” refers to Residual Connection. “LN” stands for Layer Normalization | | |

3.3 Training Configuration and Hyperparameters

The performance of deep learning models is strongly influenced by their training configuration and hyperparameter settings. This section introduces the training setup, including the loss function, evaluation metrics, optimizer, learning rate scheduler, and other relevant hyperparameters.

All three models are trained purely data driven, with relative L2 norm as loss function. The relative L2 norm is defined as follows:

where, is the batch size, is the number of features (length of the stiffness field) of each sample, is the prediction of *j*-th feather in the *i*-th sample and is the target value of *j*-th feather in the *i*-th sample.

To objectively assess the performance of proposed models, two evaluation metrics are adopted, including mean absolute error (*MAE*) and mean absolute percentage error (*MAPE*), which are expressed as follows:

Other key training hyperparameters are summarized in Table 6. All models are trained with a batch size of 16. The MoSRNet is trained for 120 epochs, while both MS-FNO and ResNet are trained for 170 epochs.

For optimization, all models employ the Muon optimizer, which orthogonalizes updates to hidden-layer weight matrices via Newton–Schulz iterations. This process alleviates ill-conditioned gradient updates and improves convergence stability and training efficiency compared with conventional first-order optimizers [46]. The learning rate is set to 0.001, and the weight decay coefficient is fixed at 0.01.

A custom exponential learning rate scheduler is used for all models. The first 20 epochs serve as a warm-up phase, during which the learning rate increases linearly from zero to the target value. After the warm-up, the learning rate decays exponentially with a factor of 0.97 for MoSRNet and 0.975 for the other two models.

|  |  |  |  |
| --- | --- | --- | --- |
| **Table 6** Hyperparameters of model training | | | |
| **Parameters** | **MoSRNet** | **MS-FNO** | **ResNet** |
| **Epochs** | 120 | 170 | 170 |
| **Batch size** | 16 | 16 | 16 |
| **Optimizer** | Muon | Muon | Muon |
| Learning rate | 0.001 | 0.001 | 0.001 |
| Weight decay | 0.01 | 0.01 | 0.01 |
| **Scheduler** | Custom ExpLR | Custom ExpLR | Custom ExpLR |
| Initial ratio | 0 | 0 | 0 |
| Warmup epochs | 20 | 20 | 20 |
| Decay rate | 0.97 | 0.975 | 0.975 |

3.4 Training Dynamics and Convergence Analysis

|  |
| --- |
|  |
|  |
|  |
| **Figure 3** Training and validation loss curves: (a) MoSRNet, (b) MS-FNO, (c) ResNet |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Table 7** Training details and evaluation metrics | | | | | | | | |
| **Model** | **Params** | **Training time** | **Relative L2 Norm** | | **MAE** | | **MAPE** | |
| **Train** | **Eval** | **Train** | **Eval** | **Train** | **Eval** |
| MoSRNet | 474135 | 13m 34s | 0.00342 | 0.00442 | 0.00144 | 0.00222 | 0.767% | 1.861% |
| MS-FNO | 844929 | 21m 19s | 0.00351 | 0.00395 | 0.00227 | 0.00256 | 0.245% | 0.277% |
| ResNet | 916865 | 49m 59s | 0.01997 | 0.02113 | 0.01696 | 0.01795 | 1.765% | 1.130% |

Figure 3 illustrates the training and validation loss curves of all models, where subfigures (a)–(c) correspond to the MoSRNet, MS-FNO, and ResNet, respectively. The MoSRNet converges with an evaluation relative L2-norm of 0.00442, while the MS-FNO and the baseline ResNet achieve 0.00395 and 0.02113, respectively. The figure demonstrates that all models converge smoothly during training, showing no evidence of underfitting or overfitting.

Table 7 summarizes the model configurations and training performance. All models are trained on a workstation equipped with an AMD Ryzen™ 9 7950X3D @ 4.2 GHz CPU and an NVIDIA GeForce RTX 4090 GPU. The MoSRNet contains 474135 parameters and requires 13 minutes 34 seconds for training. The MS-FNO includes 844929 parameters with a training time of 21 minutes 19 seconds. The baseline ResNet has 916865 parameters and requires 49 minutes 59 seconds for training.

It is evident that, compared with the baseline ResNet, the proposed MS-FNO achieves higher prediction accuracy across all evaluation metrics while using fewer parameters (0.92×) and significantly reducing the training time (0.43×).

|  |  |
| --- | --- |
|  |  |
| **(a)** Original data (MS-FNO) | **(b)** Original data (ResNet) |
|  |  |
| **(c)** MoSRNet-super-resolved data (MS-FNO) | **(d)** MoSRNet-super-resolved data (ResNet) |
| **Figure 4** Numerical validation results of MS-FNO and ResNet using original high-resolution mode shape data and MoSRNet-super-resolved data after down-sampling | |

4 NUMERICAL VALIDATIONS

4.1 In-Distribution Validation

This section evaluates the performance of the models on in-distribution data. In-distribution testing assesses how well a model performs on data drawn from the same distribution as that used for training, thereby reflecting its fitting capability and generalization performance within known scenarios.

Four testing scenarios are designed. The first two directly evaluate the proposed MS-FNO and the baseline ResNet using high-resolution mode shape data. In the third and fourth scenarios, the original mode shape data are down-sampled at seven uniformly distributed points (dividing the beam span into eight equal segments) and subsequently super-resolved by the MoSRNet. The super-resolved mode shapes are then used as input for validation of the MS-FNO and ResNet, respectively.

Figure 4 presents an example from the validation set. As shown in Figure 4(a) and (b), when using high-resolution mode shape data as input, the MS-FNO prediction closely matches the ground truth, while the ResNet also achieves satisfactory accuracy with only minor discrepancies. Figure 4(c) shows the MS-FNO prediction based on MoSRNet-super-resolved data. The overall trend aligns well with the ground truth; however, noticeable local discrepancies appear near the beam boundaries. In contrast, Figure 4(d) illustrates the ResNet prediction on MoSRNet-super-resolved data, which exhibits sawtooth-like fluctuations. Although the general trend remains comparable to the ground truth, the local deviations are substantial, making it difficult to extract meaningful damage information directly.

The in-distribution numerical validation confirms that the proposed MS-FNO consistently outperforms the baseline ResNet, both when using high-resolution mode shape data and when using MoSRNet-super-resolved inputs.

|  |  |
| --- | --- |
|  |  |
| **(a)** MS-FNO | **(b)** ResNet |
| **Figure 5** Comparison of the mean prediction error on the validation set and the intact scenario prediction using the framework (MoSRNet + downstream model) | |
|  | |  |
| **(a)** MoSRNet + MS-FNO | | **(b)** MoSRNet + ResNet |
| **Figure 6** Numerical validation results of MS-FNO and ResNet using MoSRNet-super-resolved data after down-sampling with bias compensation | | |

4.2 Bias Calibration

Applying the MoSRNet essentially establishes a mapping from a low-dimensional to a high-dimensional space, which inevitably introduces systematic errors. To mitigate this effect, a batch normalization layer is incorporated into each subnetwork to learn and compensate for the overall deviation within the dataset. To verify whether the bias introduced by MoSRNet is consistent across all samples, the following validation procedure was conducted for both MS-FNO and ResNet:

(1) all samples in the validation set were input to obtain the average prediction error along the beam length;

(2) the vibration mode corresponding to the intact state was input to obtain its predicted stiffness field; and

(3) the two results were compared.

The results are illustrated in Figure 5. It can be observed that the average error distribution along the beam span is almost identical to the predicted stiffness field of the intact state, indicating that the bias introduced by MoSRNet remains nearly consistent across different samples. Therefore, the prediction bias can be effectively eliminated by subtracting the prediction of the intact (or any other reference) state from that of each scenario, leading to the bias-calibrated prediction.

Figure 6 presents the same sample as in Figure 4 after bias calibration. It is evident that the performance of both MS-FNO and ResNet improves significantly following calibration. To further quantify the effectiveness of this procedure, the coefficient of determination (R2) is introduced, which is defined as:

The averaged R2 values of both models before and after bias calibration are listed in Table 8. For the MS-FNO, bias calibration increases R2 from 0.920 to 0.950, while for the ResNet, it improves from 0.699 to 0.891, transforming originally less reliable predictions into practically meaningful results. These findings confirm that bias calibration is both essential and effective. All subsequent validation results presented in this study are based on bias-calibrated predictions.

|  |  |  |
| --- | --- | --- |
| **Table 8** Comparison of R2 on the validation set before and after bias compensation | | |
| Models | R2 (before) | R2 (after) |
| MoSRNet + MS-FNO | 0.920 | 0.950 |
| MoSRNet + ResNet | 0.699 | 0.891 |

|  |
| --- |
|  |
| **Figure 7** Example of damage filed used for the Monte Carlo Simulation |

|  |  |
| --- | --- |
|  |  |
| **(a)** Original data (MS-FNO) | **(b)** Original data (ResNet) |
|  |  |
| **(c)** MoSRNet-super-resolved data (MS-FNO) | **(d)** MoSRNet-super-resolved data (ResNet) |
| **Figure 8** Confusion matrixes of Monte Carlo Simulation -based damage localization results | |

4.3 Out-of-Distribution Validation

In real-world applications, one of the major challenges lies in the unpredictability of damage patterns. Although the introduction of Gaussian Random Fields (GRFs) for data generation can partially address this issue, a more comprehensive evaluation of model robustness and generalization capability requires out-of-distribution (OOD) testing.

The OOD numerical test is designed as a damage localization task. First, a random stiffness field containing a single damage region is generated, as illustrated in Figure 7. The damage location is randomly sampled from element No. 10 to No. 530, and its severity is randomly assigned within a range of 15%–60% stiffness loss. On both sides of the damage center, the stiffness varies linearly from the damaged value to 100%, forming a continuous transition zone. The remaining elements are randomly assigned a stiffness perturbation between −5% and 5% to simulate noise conditions (where negative damage represents stiffness gain). The generated stiffness field is then input into the finite element model to compute the corresponding mode shapes. These mode shapes are subsequently fed into both the proposed framework and the baseline ResNet model. After bias calibration using the intact state as the base state, the location of the maximum predicted stiffness reduction is identified as the predicted damage location.

The aforementioned process is defined as one run. In this test, 8000 runs are performed as a Monte Carlo Simulation (MCS) to evaluate the damage localization performance of each model on out-of-distribution data. The beam is divided into several equal segments. If the predicted damage location and the ground truth fall within the same segment, the prediction is considered a positive sample; otherwise, it is treated as negative. The number of segments is defined as mesh density.

Specifically, true positives (TP) refer to correctly localized damage within the same segment as the ground truth. False positives (FP) correspond to cases where a damaged segment is incorrectly predicted in an intact region. False negatives (FN) occur when the model fails to identify an actual damaged segment, and true negatives (TN) denote correctly recognized intact regions. These four quantities are used to compute the metrics of accuracy, precision, and recall for quantitative evaluation.

To assess classification performance, three commonly used metrics—accuracy (Acc), precision (Pre), and recall (Rec)—are adopted.

Accuracy represents the overall proportion of correctly predicted samples, precision indicates the proportion of correctly predicted positive samples among all predicted positives, and recall measures the proportion of correctly predicted positives among all actual positives. Their mathematical formulations are expressed as:

The confusion matrices for ten-segment localization are shown in Figure 8. Figures 8(a)–(b) indicate that when high-resolution mode shape data are used as input, both MS-FNO and ResNet achieve high accuracy—97.5% and 93.2%, respectively. Figure 8(c) presents MS-FNO’s predictions using MoSRNet-super-resolved data, achieving an overall accuracy of 80.4%. The main errors are concentrated near the beam boundaries, while most central segments still exhibit high precision and recall. In contrast, Figure 8(d) shows ResNet’s predictions based on MoSRNet-super-resolved data, with a total accuracy of 64.1%. The prediction errors are nearly uniformly distributed across all segments, making the output difficult to interpret for practical applications.

Table 9 summarizes the macro accuracy and recall for different mesh densities, including results calculated only for the central 60% of the beam. When using high-resolution input, the accuracy of MS-FNO remains relatively stable with increasing mesh density, whereas ResNet performance degrades significantly—from 93.32% to 83.59% as the mesh density increases from 10 to 20. When using MoSRNet-super-resolved data, MS-FNO achieves accuracies of 80.39%, 72.13%, and 67.13% for mesh densities of 10, 15, and 20, respectively, while ResNet attains 67.06%, 47.75%, and 41.73%. When considering only the central 60% of the beam, MS-FNO further improves to 93.67%, 90.27%, and 82.31% for the same mesh densities, whereas ResNet shows no significant improvement.

In summary, the proposed framework demonstrates strong robustness and generalization on out-of-distribution data, outperforming the baseline ResNet in all cases. When focusing on the central 60% region and setting a recall threshold of 80% as the criterion for effective damage identification, the proposed framework maintains satisfactory performance even at a mesh density of 20 using only seven sensors—exceeding the capabilities of most existing studies, where the number of identifiable segments typically matches the number of sensors.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Table 9** Performance metrics of Monte Carlo Simulation-based damage localization results | | | | | |
| Mesh Density | Metrics | MS-FNO (Ori) | ResNet (Ori) | MS-FNO (SR) | ResNet (SR) |
| 10 elements | Acc | 97.46% | 93.23% | 80.39% | 64.06% |
| Rec | 97.49% | 93.18% | 80.76% | 64.15% |
| Acc (C60) | 98.86% | 89.76% | 93.67% | 70.02% |
| Rec (C60) | 98.89% | 92.67% | 94.22% | 88.41% |
| 15 elements | Acc | 96.46% | 87.65% | 72.13% | 47.75% |
| Rec | 96.50% | 87.65% | 72.38% | 47.56% |
| Acc (C60) | 98.24% | 85.32% | 90.27% | 54.92% |
| Rec (C60) | 98.26% | 89.85% | 91.92% | 62.66% |
| 20 elements | Acc | 94.94% | 83.59% | 67.13% | 41.73% |
| Rec | 95.17% | 85.47% | 70.41% | 53.83% |
| Acc (C60) | 97.97% | 79.97% | 82.31% | 49.59% |
| Rec (C60) | 97.99% | 84.92% | 84.85% | 67.03% |
| Ori: original data, SR: MoSRNet super-resolved data, Acc: accuracy, Rec: recall rate, C60: performance metrics of central 60% span | | | | | |

|  |  |  |
| --- | --- | --- |
| **Table 10** Experiment scenarios | | |
| **Scenario Names** | **DMG1** | **DMG2** |
| MCUT | ● | ○ |
| WEDG | ○ | ● |
| WCUT | ● | ● |
| REIN | ○ | ○ |
| ● Damaged, ○ Reinforced | | |

5 EXPERIMENTAL VALIDATIONS

5.1 Experiment Design and Platform

The proposed framework is experimentally validated on a test platform established at Kyoto University, using a steel beam specimen with the same mechanical and geometric properties as those listed in Table 2. As shown in Figure 9, the target structure is a simply supported steel beam with an I-shaped cross-section. The weak axis of the beam is oriented along the loading direction. The span length of the beam is 5.4 m, and the boundary conditions are realized through a pin support at one end and a roller support at the other.

Two distinct damage scenarios are designed to simulate different deterioration types. On the left side of the beam, DMG1 consists of three vertical cuts on the bottom flange, while on the right side, DMG2 is a long wedge-shaped cut on the bottom flange. Both damage configurations are equipped with detachable reinforcement plates, allowing the beam to be tested in damaged or reinforced states, as illustrated in Figure 9. The sectional details of the intact region, DMG1, DMG2, and their reinforced configurations are also presented in the figure.

By selectively attaching or removing the reinforcement plates at DMG1 and DMG2, four experimental scenarios are constructed: MCUT (multiple cuts), WEDG (wedged), WCUT (combined wedge and multiple cuts), and REIN (reinforced), as summarized in Table 10. In the experimental validation, the REIN scenario is designated as the base state for bias calibration.

|  |
| --- |
|  |
| **Figure 9** Mode shape data from laboratory experiment |

|  |
| --- |
|  |
| **Figure 10** Mode shape data from laboratory experiment |

5.2 Data Acquisition and Processing

In practical applications, mode shapes can be extracted through system identification using acceleration responses. To collect acceleration data, seven accelerometers (EPSON LP-WS92-EACS01-2) were installed at seven uniformly distributed points along the beam span, dividing it into eight equal segments, as shown in Figure 9. During the experiment, the beam was manually excited, and the resulting damped free-vibration responses were recorded.

For each experimental scenario listed in Table 10, four independent measurements were conducted. The mode shapes for each case were identified from the acceleration data using the Bayesian Operational Modal Analysis (BAYOMA) method, in which modal parameters are represented by the maximum posterior estimates. Details of the BAYOMA method can be found in the study by Au et al. [39]. The averaged mode shape from the four repeated measurements was regarded as the representative result for each scenario.

All averaged mode shapes were normalized such that their maximum absolute amplitude equals one, following the same normalization procedure applied to the numerical data used for model training. Through this process, the experimental dataset (BeamDI-Phy Set) was constructed.

The measured mode shapes for all scenarios are presented in Figure 10. It can be observed that the overall shapes are highly similar across different scenarios, making it difficult to directly identify damage locations from the raw modal data alone.

5.3 Validation under Different Scenarios

|  |  |
| --- | --- |
|  |  |
| **(a)** MCUT (MS-FNO) | **(b)** MCUT (ResNet) |
|  |  |
| **(c)** WEDG (MS-FNO) | **(d)** WEDG (ResNet) |
|  |  |
| **(e)** WCUT (MS-FNO) | **(f)** WCUT (ResNet) |
| **Figure 11** Experimental validation results of MS-FNO and ResNet in different scenarios | |

This section presents the experimental validation results of the proposed framework and the baseline model. The REIN scenario is selected as the base state for bias calibration. The predictions of both models are shown in Figure 11. In each figure, the red regions indicate stiffness loss, the blue regions represent stiffness increase, and the grey regions denote the theoretical damage pattern. The latter is obtained by subtracting the stiffness field of the base-state (REIN) scenario from the theoretical stiffness field. It should be noted that the grey regions only represent the theoretical shape of the damaged areas rather than the exact ground truth of the stiffness field.

When computing the theoretical stiffness of each section, the Composite Section Method is employed, which treats the composite cross-section as a single equivalent section. This method assumes perfect bonding and linear compatibility between components, which may lead to an overestimation of stiffness due to connection flexibility or interfacial slip. Furthermore, the sharp stiffness discontinuities observed in the grey regions do not occur in practice, as actual stiffness transitions are gradual owing to geometric continuity and material deformation effects.

Figures 11(a), (c), and (e) present the experimental validation results of the proposed framework. For the MCUT and WEDG scenarios, the proposed framework successfully identifies the damaged regions. The predicted damage boundaries are close to the actual sections where stiffness changes occur, and the gradual stiffness transitions are captured as expected. In the WCUT scenario, where multiple damages coexist, the prediction of the wedge-shaped region is partially influenced; nevertheless, the framework still clearly identifies both damaged areas and their approximate extents

Figures 11(b), (d), and (f) show the corresponding results of the baseline ResNet model. For all three scenarios, the predicted stiffness fields exhibit high-frequency sawtooth fluctuations. Although the baseline model can roughly locate the damaged regions, its predictions are less accurate and physically consistent compared with the proposed framework. In the WCUT scenario, where two damages of different severities occur simultaneously, the baseline model fails to distinguish their relative magnitudes.

For both models, localized stiffness increases are observed in intact regions. This phenomenon arises from the statistical properties of the training dataset. Since only mode shapes are used as input features, the global stiffness level remains implicitly fixed, as frequency information—which could indicate overall stiffness variation—is not included. Because all stiffness fields in the training data are normalized to have an average value of one, the trained models tend to produce predictions centered around this mean. This limitation could potentially be mitigated by incorporating modal frequency data as an additional input feature in future studies.

Based on the above results, it can be concluded that the proposed framework demonstrates strong feasibility and robustness in experimental validation. The MoSRNet effectively supports both the MS-FNO and ResNet models in high-resolution damage identification, while the proposed MS-FNO consistently outperforms the baseline model in terms of accuracy and stability.

6 CONCLUSIONS AND OUTLOOK

This study presented a synergistic framework that combines a Modal Super-Resolution Convolutional Neural Network (MoSRNet) and a Modal–Stiffness Fourier Neural Operator (MS-FNO) to achieve high-resolution damage identification in bridge structures. Through comprehensive numerical and experimental validations, the proposed framework demonstrated superior performance compared with the baseline ResNet model, confirming its efficiency, robustness, and potential for practical implementation in SHM systems.

A key advancement of this work lies in the introduction of operator learning into modal-parameter-based SHM. By leveraging the Fourier Neural Operator, the proposed framework establishes a direct mapping between modal response fields and the corresponding stiffness fields. This formulation not only provides a more physically interpretable and computationally efficient approach to solving inverse problems but also enables accurate reconstruction of spatially continuous stiffness loss distributions across structural spans.

In addition, the MoSRNet effectively reconstructs fine-meshed modal information from sparse sensor measurements, thereby maximizing the utility of limited sensor data. The integration of MoSRNet with MS-FNO allows for high-resolution damage localization even when only coarse modal measurements are available, addressing one of the most critical limitations in vibration-based SHM.

Another important contribution is the use of Gaussian Random Fields (GRFs) to generate training data with continuous and spatially correlated stiffness variations. This approach moves beyond conventional segment-based damage assumptions, providing a more realistic simulation of structural deterioration. As a result, the trained model exhibits enhanced generalization capability and improved robustness against out-of-distribution damage patterns.

Furthermore, the framework successfully achieves reliable stiffness field prediction using only the first three mode shapes, which are typically the most easily measurable in practical monitoring scenarios. This highlights the method’s applicability under realistic sensing constraints and its potential to reduce the cost and complexity of SHM systems.

Overall, the proposed MoSRNet–MS-FNO framework demonstrates strong generalization, stability, and interpretability across both numerical simulations and experimental validations. Nonetheless, the model’s sensitivity to minor damage (below approximately 15% stiffness loss) remains limited and requires further improvement. Future developments will therefore focus on enhancing the framework’s capability to detect small-scale damages with higher precision, extending it toward multi-source data fusion and adapting the model to accommodate varying boundary conditions. From an application perspective, the proposed framework shows strong potential for deployment in large-scale continuous beam structures as part of automated SHM systems, and it may also serve as a valuable tool for rapid post-earthquake reliability assessment of bridge infrastructures.
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